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Abstract

The development of new technologies, especially artificial intelligence, cre-
ates enormous opportunities for humanity on the way to further progress

and development. Nowadays, no one is surprised by the fact that robots work
much more efficiently than humans, and the resources of the Internet are many
times greater than human memory. Artificial intelligence will also inevitably
enter the everyday life of the modern world, and there is no need to fear that

the development of computer intelligence will soon surpass the potential of
the human mind. However, already at this stage it is necessary to distinguish

digital international law by outlining the ethical and legal framework for the

operation of artificial intelligence systems. Without a doubt, such a framework
must take into account human rights, data protection, the rule of law, protec-
tion of intellectual property, and principles of liability for damage caused by
the actions of computer intelligence. The current European achievements

(within the Council of Europe and the EU) in the field of regulation of initial

standards for the principles of functioning of systems based on artificial intel-
ligence are pioneering on a global scale and for this reason it is worth making
a synthetic analysis of them. This is also the aim of this study.
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1 Wprowadzenie

Sztuczna inteligencja (SI) stanowi jaskrawy dowdd postepu technologicz-
nego wspdtczesnego §wiata, bedac wazng odstong rewolucji 4.0, ktéra opiera

sie przede wszystkim na technologiach informacyjnych (m.in. internetowa

wymiana danych, personalizacja $wiadczonych ustug, optymalizacja przy-
dzielania zasob6w, automatyzacja oraz cyfryzacja proceséw produkcyjnych

i decyzyjnych z wykorzystaniem SI)™. Bez watpienia dynamiczne procesy
rozwojowe w tym zakresie wymagaja podjecia dziatan dostosowujacych nie

tylko prawo, ale réwniez szeroko rozumiane zycie spoteczno-gospodarcze

do nowej rzeczywistosci, kreowanej coraz czesciej w przestrzeni cyfrowej.
Pilnych analiz wymagaja nie tylko umowy zawierane z wykorzystaniem

SI, ale takze odpowiedzialnos¢ za szkody spowodowane przez SI, jak réw-
niez takie wytwory jak zdjecia, ludzki glos badz stowo pisane kreowane

przez algorytmy. Nowego podejicia wymaga réwniez ksztaltowanie etyki,
a takze swiadomosci oraz postaw spotecznych wzgledem nowych technolo-
gii. W obliczu tych zjawisk wspomniane dziatania dostosowujace powinny
by¢ podejmowane niezwtocznie i to zaréwno na poziomie krajowym, jak
i regionalnym oraz miedzynarodowym!.

Obecnie systemy oparte na SI w wiekszosci wciagz operuja w jurys-
dykcjach, ktére tylko czesciowo badZ w ogdle nie reguluja zagadnien
zwigzanych z wykorzystaniem nowych technologii. Systemy SI ponadto
z duza swobodg przemieszczaja sie wérdéd réznych jurysdykeji (sie¢ tran-
snarodowa), a niekiedy funkcjonuja wrecz w obszarach eksterytorial-
nych, poza jakgkolwiek jurysdykcja panistw. Wprawdzie na ptaszczyznie
miedzynarodowej podejmowane sg pozarzadowe wysitki majace na celu
nakreslenie cho¢by ram etycznych dziatania SI®, to jednak rozwigzania
krajowe wydaja si¢ dominowa¢ w tym zakresie. Niesie to ze sobg ryzyko
fragmentarycznych i partykularnych rozwigzafh w odniesieniu do SI™),

! Klaus Schwab, Czwarta rewolucja przemystowa, ttum. Anna Dorota Kaminiska

(Warszawa: Studio Emka, 2018), 23. Por. Waldemar Furmanek, ,Najwazniejsze idee
czwartej rewolucji przemystowej «Industrie 4.0»” Dydaktyka Informatyki, nr 13
(2018): 56-57.

2 Marek Swierczytiski, Zbigniew Wieckowski, Sztuczna inteligencja w prawie
miedzynarodowym. Rekomendacje wybranych rozwigzar (Warszawa: Difin, 2021), 17.

3 Zob. https://www.unesco.org/en/artificial-intelligence/recommendation-
ethics. https://futureoflife.org/open-letter/ai-principles/. [dostep: 18.3.2025].

4 Por. Adam Wisniewski, ,Sztuczna inteligencja i prawa czlowieka w kon-
tekscie prawa miedzynarodowego” Prawo i WigZ, nr 4 (2023): 33 ; Pawet Ksiezak,
“Sztuczna inteligencja jako wychowawca, opiekun i reprezentant: w poszukiwaniu
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definicji rodziny” Prawo i Wiez nr 3 (2023): 289-298; Piotr Burczaniuk, ,Tworzenie
prawa sztucznej inteligencji - wyzwania i perspektywy” Prawo i WigZ nr 3 (2024):
283-300; Magdalena Dziedzic, ,Przeciwdziatanie dezinformacji w kontekscie
wybranych regulacji Aktu o ustugach cyfrowych oraz Aktu o Sztucznej Inteligen-
cji” Prawo i Wiez nr 6 (2024): 223-238; Bogdan Fischer, Marlena Sakowska-Baryta,
~Wykorzystywanie otwartych danych jako element zwiekszenia wyjasnialnosci
AI” Prawo i WigZ nr 6 (2024): 289-305; Zbigniew Wieckowski, Marek Swierczy1i-
ski, ,,Analiza ryzyka dokonywana na podstawie konwencji ramowej Rady Europy
o sztucznej inteligencji na przyktadzie zastosowan w sektorze prawnym” Prawo
i Wigznr1(2025): 409-428; Katarzyna Jasifiska, ,Trenowanie sztucznej inteligencji
anaruszenie praw autorskich. Aspekty dowodowe” Prawo i Wiez nr1 (2025): 419-434;
Katarzyna Jasinska, ,Problematyka oznaczania wytwordw generatywnej sztucz-
nej inteligencji w $wietle polskiej ustawy o zwalczaniu nieuczciwej konkurencji”
Prawo i WieZ nr 1 (2025): 529-544; Zbigniew Wieckowski, Grzegorz Kubalski, ,Czy
sztuczna inteligencja oraz inne technologie informatyczne pomoga w dostepie
do wymiaru sprawiedliwo$ci osobom ze szczegélnymi potrzebami?” Prawo i Wiez
nr 4 (2022): 146-165; Oliwia Krélikiewicz, ,,0d niewolnika po elektroniczng osobe
prawna, czyli rozwazania na temat podmiotowo$ci prawnej dla Al” Prawo i WieZ
nrs (2025): 653-670; Iga Batos, ,Wplyw generatywnej sztucznej inteligencji na ocene
nowosci wynalazku” Prawo i WigZ nr 1 (2025): 545-563; Iga Balos, ,Konsekwencje
braku kompleksowego modelu ochrony wizerunku i innych débr niematerial-
nych aktoréw w kontekscie stosowania narzedzi sztucznej inteligencji” Prawo
i Wiez nr 4 (2023): 383-397; Kamil Szpyt, Artur Bilski, ,Wybrane wyzwania prawne
i organizacyjne zwigzane z wdrazaniem systeméw Al w dziatalnosci samorzadéw
terytorialnych” Prawo i WieZ nr 1 (2025): 565-506; Michat Kowalski, ,Wptyw tech-
nologii na konstrukcje uzasadnien orzeczen sagdéw administracyjnych” Prawo
i Wie# nr 4 (2023): 265-279; Michat Kowalski, ,, The Impact of Artificial Intelligence
on the Future Functioning of Administrative Courts” Prawo i Wiez nr 6 (2024):
173-185; Michat Kowalski, ,Sztuczna inteligencja a usprawnienie postepowania
przed sagdami administracyjnymi. Kilka refleksji na tle doswiadczen wybranych
systeméw prawnych” Prawo i WieZ nr 1 (2025): 429-442; Michat Kalinowski, ,Czy,
komu i w jakim zakresie przystuguja prawa do wytworéw generatywnej sztucznej
inteligencji? Analiza prawna z perspektywy warunkéw uzytkowania MidJourney”
PrawoiWiez nr1(2024): 259-280; Tomasz Szancito, Beata Stepieni-Zatucka, ,,Sedzia
robotem a robot sedzig w postepowaniu cywilnym w ujeciu konstytucyjnym i pro-
cesowym” Prawo i Wiez nr 4 (2023): 217-247; Marcin Gérski, ,Tresci generowane
przez sztuczna inteligencje a ochrona réznorodnosci form wyrazu kulturowego”
Prawo i Wiz nr 4 (2023): 335-353; Agnieszka Ogrodnik-Kalita, ,Wierno$é w czasach
cyfrowej zarazy, czyli o prawach i obowigzkach matzenskichw dobie sztucznej
inteligencji i nowych technologii” Prawo i Wiez nr 4 (2023): 399-418; Iwona Bieri-We-
gtowska, ,Deepfake w $wietle aktu w sprawie sztucznej inteligencji” Prawo i Wiez
nr 5 (2025): 151-169; Marcin Kamifiski, ,,Akt administracyjny zautomatyzowany.
Zasadnicze problemy konstrukcyjne zastosowania systeméw sztucznej inteligencji
w procesach decyzyjnych postepowania administracyjnego na tle prawnoporéw-
nawczym” Prawo i WigZ nr 4 (2023): 281-304; Marcin Kamiriski, ,Podmiot kompe-
tencji administracyjnej w zautomatyzowanych procesach stosowania prawa na tle
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co w obliczu globalnego zasiegu algorytméw, ktére z niezwykta swoboda
przekraczajg granice panstwowe, sklania do refleksji nad opracowaniem
spdjnej rekonstrukeji prawa miedzynarodowego celem stworzenia sui
generis subsystemu miedzynarodowego prawa nowych technologii/cyfro-
wego prawa miedzynarodowego powigzanego z cyberprzestrzenia, co jest
gléwna teza niniejszego artykutul®.

W takim ujeciu pojawiaja sie w piSmiennictwie glosy, o potrzebie stwo-
rzenia cyfrowego prawa miedzynarodowego, regulujacego w cyfrowej
przestrzeni zachowania ludzkie. Wskazuje sie wrecz o mozliwo$ci uzna-
nia przestrzeni cyfrowej za wspélne dziedzictwo ludzkosci, a z drugiej
strony widoczne s tendencje do sprawowania suwerennosci pafiistwowej
nad cyberprzestrzenia, co stanowi zty prognostyk dla uznania jej nieza-
wlaszczalnosci. Bez watpienia pilnych dziatar prawa miedzynarodowego
wymagaja takie kluczowe obszary jak terroryzm i przestepczos¢ cyfrowa,
a takze ochrona infrastruktury krytycznej. Elementem uzasadniajagcym
wyodrebnienie cyfrowego prawa miedzynarodowego jest réwniez nieade-
kwatno$¢ klasycznych koncepcji terytorium oraz suwerenno$ci powia-
zanych z przestrzenia fizyczna, w zestawieniu z przestrzenia cyfrows
o charakterze transnarodowym!®. W doktrynie mozna zauwazy¢ coraz
$mielsza dyskusje nad ta problematyka, nierzadko wzbogacong o ciekawe

problematyki legitymacji prawno-demokratycznej delegowania kompetencji na
systemy sztucznej inteligencji i odpowiedzialno$ci prawnej za ich dziatania lub
zaniechania” Prawo i WieZ nr 6 (2024): 239-263; Marek Swierczyriski, Zbigniew
Wieckowski, , Intellectual Property and Artificial Intelligence - Selected Issue”
Prawo i Wigz nr 3 (2022): 179-202; Iwona Gredka-Ligarska, ,In Search of Adequate
Principles for Al Civil Liability” Prawo i Wiez nr 3 (2024): 157-190; Jan Olszewski,
,Wybrane problemy prawa Piaskownic Regulacyjnych we wspieraniu dziatalnosci
gospodarczej” Prawo i Wigz nr 3 (2024): 61-91; Mohammad Bitar, Ahmad Khalil,
S. Anandha Krishna Raj, Rupal Malik, ,Legal Assessment of Bias and Discrimina-
tion of Al Tools in Higher Education and Research” Prawo i WieZ nr 3 (2025): 9-37;
Julia Bernacka, ,Problematyka prawna technologii deepfake - analiza legalnosci
tworzenia i rozpowszechniania deepfake’éw po uchwaleniu AI Act” Prawo i Wiez
nr 5 (2025): 671-694; Dominik Bierecki, Christophe Gaie, Mirostaw Karpiuk, ,, Arti-
ficial Intelligence in e-Administration” Prawo i WigZz nr 1 (2025): 383-407.

5 Szerzej o postulacie wyodrebnienia cyfrowego prawa miedzynarodowego:
Zob. Cezary Mik, Paristwo i prawo wobec proceséw internacjonalizacji, integracji i glo-
balizagji, t. II, Wptyw globalizacji na klasyczny paradygmat paristwa i prawa. W cieniu
pandemii SARS-COVID 19 (Toruti: TNOIK, 2022), 5431 n.

¢ Zob. Mik, Paristwo i prawo wobec proceséw internacjonalizacji, integracji i glo-
balizacji, 545-546. Autor w tej wybitnej publikacji prezentuje analize §wiatowej
literatury w zakresie cyberprzestrzeni oraz pogtebione refleksje dotyczace m.in.
cyfrowego prawa miedzynarodowego.
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pomysly, do ktérych zaliczy¢ mozna postulat stworzenia Miedzynarodowej
Rady ds. Internetul”.

Jak juz wspomniano na ptaszczyZnie miedzynarodowej podejmowane sa
préby unifikacji prawa przestrzeni cyfrowej (géwnie dotyczace SI), majace
na celu stworzenie wlasciwych ram i zasad dotyczacych etyki, jak réwniez
likwidacji potencjalnych szkéd powstatych wskutek dziatania SI. Warto
wskazaé, iz wybrane normy prawa miedzynarodowego publicznego juz
obecnie nadaja sie do bezposredniego uwzglednienia w procesie projekto-
wania algorytméw SI oraz powinny by¢ uwzgledniane dla oceny jej funkcjo-
nowania. Do tych norm prawa miedzynarodowego zaliczy¢ nalezy przede
wszystkim prawa cztowieka, prawo ochrony danych osobowych, prawo
wlasnoéci intelektualnej oraz prawo ochrony konsumentéw!®). Weig? bra-
kuje jednak regulacji miedzynarodowych i ponadnarodowych dotyczacych
odpowiedzialnosci za szkode spowodowang dziataniem SI. Calo$ciowe
i spéjne ramy okreslajace zasady funkcjonowania SI (w tym jasne zasady
odpowiedzialno$ci) na poziomie prawa miedzynarodowego z pewnoscia
zbuduja solidne zaufanie dla sztucznej inteligencji, co tym samym pozy-
tywnie wplynie na jej dalszy zréwnowazony rozwéj”®.. Bez watpienia jed-
nak dynamika rozwoju SI wymaga stworzenia autonomicznego rezimu
prawnego na poziomie miedzynarodowym oraz regionalnym.

Co warte podkreslenia dotychczasowy dorobek regulacyjny w zakresie
sztucznej inteligencji wskazuje, iz Europa ma ambicje stac sie §wiatowym
liderem w zakresie tworzenia ponadnarodowych regulacji dotyczacych
sztucznej inteligencji, akcentujac wartosci etyczne oraz ochrone praw czto-
wieka w tym zakresie. Z tego wzgledu niniejszy artykut odnosi sie przede
wszystkim do dwéch europejskich aktéw w postaci Konwencji ramowej
Rady Europy o sztucznej inteligencji i prawach cztowieka, demokracjii pra-
worzadnosci™® oraz Rozporzadzenia UE w sprawie sztucznej inteligen-
cjil, ktére - pomijajac partykularne rozwiazania krajowe - s3 przyktadem

7 Joanna Kulesza, Migdzynarodowe prawo Internetu (Poznan: Ars boni et aequi,
2010), 3051 n.

8 Swierczyniski, Wieckowski, Sztuczna inteligencja w prawie miedzynarodo-
wym, 10-11.

9 Ibidem, 12.

10 Council of Europe Framework Convention on Artificial Intelligence and
Human Rights, Democracy and the Rule of Law, Council of Europe Treaty Series -
No. 225, Vilnius, 5.IX.2024. https://rm.coe.int/1680afae3c. [dostep: 25.3.2025].

11 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia
13 czerwca 2024 r. w sprawie ustanowienia zharmonizowanych przepiséw
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pierwszych w $wiecie wiazacych porozumien w sferze Al o charakterze
miedzynarodowym.

2 Europejskie porozumienia
ponadnarodowe w dziedzinie SI

W perspektywie regionalnej znaczace dzialania w zakresie projektowania
prawnych rozwigzan problematyki stosowania sztucznej inteligencji pod-
jety Rada Europy oraz Unia Europejska. Obie te organizacje od lat akcentuja
idee praworzadnosci oraz praw cztowieka, majac doniosty dorobek legisla-
cyjny w tym zakresie i obie organizacje $cisle wspétpracujg ze soba w celu
osiagniecia przez Europe pozycji $wiatowego lidera w zakresie rozwoju
bezpiecznej i etycznej sztucznej inteligencji*?. Nie moze wigc zaskakiwaé
fakt, iz jako pierwsze regionalne organizacje dostrzegly konieczno$¢ stwo-
rzenia ponadnarodowych mechanizméw majacych na celu wprowadzenie
wyjéciowych standardéw dla zasad dziatania systeméw opartych na SI, jako
grupie technologii z jednej strony rozwijajacej sie niezwykle dynamicznie
iniosacej ze soba perspektywe skokowego rozwoju gospodarczego, a z dru-
giej strony niosacych obawy o zachowanie wiasciwych standardéw etycz-
nych powigzanych z podstawowymi wolnos$ciami i prawami cztowieka.

Rada Europy w roku 2024 przyjeta na nieformalnej konferencji ministréw
sprawiedliwo$ci Rady Europy w Wilnie Konwencje ramowga Rady Europy
o sztucznej inteligencji i prawach cztowieka, demokracji i praworzadno-
écil®, Konwencja ta jest pierwsza w historii wigzaca umowa miedzynaro-
dowa dotyczaca sztucznej inteligencji i potwierdza znaczenie istniejacych

dotyczacych sztucznej inteligencji: https://eur-lex.europa.eu/legal-content/PL/
TXT/PDF/?uri=0J:L_202401689. [dostep: 23.3.2025].

12 Rada Europejska, Nadzwyczajne posiedzenie Rady Europejskiej (1 i 2 paz-
dziernika 2020 r.) - Konkluzje, EUCO 13/20, 2020, 6. Dowodem wspétpracy UE oraz
Rady Europy jest bez watpienia fakt podpisania w dniu 5 wrzesnia 2024 r. przez
Wiceprzewodniczaca Komisji Europejskiej do spraw wartosci i przejrzystosci Vére
Jourova w imieniu Unii Europejskiej Konwencji Ramowej Rady Europy o sztucznej
inteligencji i prawach czlowieka, demokracji i praworzadnosci.

13 Council of Europe Framework Convention on Artificial Intelligence and
Human Rights, Democracy and the Rule of Law, Council of Europe Treaty Series -
No. 225, Vilnius, 5.1X.2024. https://rm.coe.int/1680afae3c. [dostep: 25.3.2025].


https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ
https://rm.coe.int/1680afae3c
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zobowigzan miedzynarodowych dotyczacych praw cztowieka w kontekscie

uzytkowania nowych technologii. Konwencja odnosi si¢ réwniez m.in. do

ochrony danych osobowych, zarzadzania ryzykiem, wlasciwych zabezpie-
czenh proceduralnych oraz spotecznej edukacji cyfrowej*. Jeszcze przed

jej podpisaniem wskazywano, ze potencjat tej Konwencji - w odréznieniu

od ustawodawstwa UE w zakresie SI - moze wykracza¢ poza kraje europej-
skie, co pozwoliloby jej uzyskaé globalne oddziatywanie!*]. I w istocie - co

warte podkreslenia - wedtug stanu na dzien 1 marca 2025 r. do konwencji

przystapily nie tylko sama Unia Europejska oraz kraje europejskie spoza

UED®), ale takze paristwa spoza Europy, takie jak Kanada, Izrael, Japonia

oraz Stany Zjednoczone!”),

Istota Konwencji ramowej Rady Europy dotyczacej sztucznej inteligen-
cji jest zatem okreslenie podstawowych (ramowych) zasad dotyczacych
projektowania, wdrazania i uzytkowania systeméw SI w sposéb odpowie-
dzialny, przejrzysty oraz zgodny z obowigzujacym porzadkiem prawnym -
przede wszystkim w ramach UE®], Jej istota koncentruje sie na:

= zapewnieniu zgodno$ci z prawami cztowieka: kazda technologia SI
powinna respektowaé prawa jednostki, w tym prawo do prywatnosci,

14 Zob. art. 11, 15, 16 oraz 20 Konwencji ramowej Rady Europy o sztucznej inte-
ligencji i prawach cztowieka, demokracji i praworzadnosci.

15 Gibson Dunn, Council of Europe Framework Convention on Artificial Intel-
ligence and Human Rights, Democracy, and the Rule of Law (Washington: Gibson,
Dunn & Crutcher LLP, 2024), 1. Zob. https://www.gibsondunn.com/wp-content/
uploads/2024/06/council-of-europe-framework-convention-on-artificial-intelli-
gence-and-human-rights-democracy-and-rule-of-law.pdf. [dostep: 26.03.2025].

16 Konwencje podpisaty réwniez panistwa europejskie nienalezace do UE:
Wielka Brytania, Gruzja, Islandia, Motdawia, Czarnogéra oraz Norwegia. Zob.
https://www.coe.int/en/web/conventions/full-list?module=signatures-by-
treaty&treatynum=22s. [dostep: 25.3.2025].

17 https://www.state.gov/bureau-of-democracy-human-rights-and-labor/
the-council-of-europes-framework-convention-on-artificial-intelligence-and-
human-rights-democracy-and-the-rule-of-law. [dostep: 25.3.2025].

18 Konwencja jest w pelni zgodna z rozporzadzeniem UE w sprawie sztucz-
nej inteligencji (AI Act - Rozporzadzenie Parlamentu Europejskiego i Rady (UE)
2024/1689 z dnia 13 czerwca 2024 r. w sprawie ustanowienia zharmonizowanych
przepiséw dotyczacych sztucznej inteligencji), pierwszym kompleksowym roz-
porzadzeniem UE w sprawie sztucznej inteligencji. Zob. https://digital-strategy.
ec.europa.eu/pl/news/commission-signed-council-europe-framework-conven-
tion-artificial-intelligence-and-human-rights. [dostep: 25.3.2025].
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https://www.gibsondunn.com/wp-content/uploads/2024/06/council-of-europe-framework-convention-on-artificial-intelligence-and-human-rights-democracy-and-rule-of-law.pdf
https://www.gibsondunn.com/wp-content/uploads/2024/06/council-of-europe-framework-convention-on-artificial-intelligence-and-human-rights-democracy-and-rule-of-law.pdf
https://www.coe.int/en/web/conventions/full-list?module=signatures-by-treaty&treatynum=225
https://www.coe.int/en/web/conventions/full-list?module=signatures-by-treaty&treatynum=225
https://www.state.gov/bureau-of-democracy-human-rights-and-labor/the-council-of-europes-framework-convention-on-artificial-intelligence-and-human-rights-democracy-and-the-rule-of-law
https://www.state.gov/bureau-of-democracy-human-rights-and-labor/the-council-of-europes-framework-convention-on-artificial-intelligence-and-human-rights-democracy-and-the-rule-of-law
https://www.state.gov/bureau-of-democracy-human-rights-and-labor/the-council-of-europes-framework-convention-on-artificial-intelligence-and-human-rights-democracy-and-the-rule-of-law
https://digital-strategy.ec.europa.eu/pl/news/commission-signed-council-europe-framework-convention-artificial-intelligence-and-human-rights
https://digital-strategy.ec.europa.eu/pl/news/commission-signed-council-europe-framework-convention-artificial-intelligence-and-human-rights
https://digital-strategy.ec.europa.eu/pl/news/commission-signed-council-europe-framework-convention-artificial-intelligence-and-human-rights
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wolno$é stowa, ochrone przed dyskryminacjg oraz prawo do spra-
wiedliwego procesu;

= ochronie demokracji: konwencja ktadzie nacisk na przeciwdziatanie
zagrozeniom wynikajacym z automatyzacji proceséw decyzyjnych
w sferze publicznej oraz manipulacji informacjami w przestrzeni
politycznej.

= wzmacnianiu praworzadnosci: zapewnia mechanizmy nadzoru nad
wykorzystaniem SIw administracji publicznej oraz wymiarze spra-
wiedliwos$ci w taki sposéb, aby nie naruszato to zasady réwnosci
wobec prawa i dostepu do niezaleznego sadu.

Pomimo, iz Konwencja ramowa Rady Europy dotyczaca sztucznej inte-
ligencji ma charakter ogdlny i jedynie wprowadzajacy rozwiazania par-
tykularne™™, to petni ona wieloaspektowe funkcje w zakresie regulacji
sztucznej inteligencji, w szczegélnosci poprzez:

1. Normatywnga funkcje ochronng - ustanawia minimalne standardy
ochrony praw cztowieka w kontekscie SI, w tym mechanizmy oceny
ryzyka oraz odpowiedzialnosci za decyzje podejmowane przez sys-
temy SI;

2. Koordynacyjna funkcje regulacyjng - stuzy jako wspélna podstawa
dla panstw-stron w zakresie harmonizacji przepiséw dotyczacych
SI oraz ujednolicenia podejscia do jej nadzoru i kontroli;

3. Funkcje prewencyjng - zobowigzuje panistwa do wdrazania §rodkéw
zapobiegajacych negatywnym skutkom wynikajacym z niekontro-
lowanego rozwoju i stosowania SI, np. poprzez obowigzek przepro-
wadzania ocen wptywu na prawa cztowieka;

4. Funkcje wspétpracy miedzynarodowej - tworzy ramy dla wspdtpracy
miedzy panstwami, organizacjami miedzynarodowymi oraz pod-
miotami prywatnymi w zakresie odpowiedzialnego rozwoju SI?°,

19 Preambuta Konwencji ramowej Rady Europy o sztucznej inteligencji i pra-
wach czlowieka, demokracji i praworzadnosci wskazuje, iz ,,[...] Recognising the
framework character of this Convention, which may be supplemented by further
instruments to address specific issues relating to the activities within the lifecycle
of artificial intelligence systems [...]”.

20 Preambuta Konwencji ramowej Rady Europy o sztucznej inteligencji i pra-
wach czlowieka, demokracji i praworzadnosci - https://rm.coe.int/1680afae3c.
[dostep: 26.3.2025).


https://rm.coe.int/1680afae3c
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Jak juz wspomniano, Konwencja Rady Europy dotyczaca sztucznej inte-
ligencji, majac charakter ramowy wymaga podjecia $rodkéw implemen-
tacyjnych i wykonawczych na poziomie miedzynarodowym, jak réwniez
dziatan dostosowujacych i harmonizujacych prawne systemy krajowe
w zakresie ochrony praw czlowieka, danych osobowych, wiasnosci inte-
lektualnej, nadzoru nad algorytmami oraz odpowiedzialnos$ci prawnej za
decyzje podejmowane przez systemy SI w catym cyklu jej zycia®. W celu
wdrazania postanowien konwencyjnych przez strony, Konwencja ustana-
wia mechanizm monitorowania i nadzoru oraz procedury egzekwowania
zgodnosci z jej postanowieniami oraz obowigzek raportowania o wplywie
SI na prawa obywateli i przewiduje wspétprace miedzynarodowa w tym
zakresie (art. 1ust. 3 oraz art. 25 Konwencji). Z drugiej strony Konwencja
w odniesieniu do dziatalno$ci badawczo-rozwojowej w zakresie opracowy-
wania algorytméw SI wylacza znaczaca cze$¢ swoich postanowien po to, by
nie spowalniaé prac rozwojowych nad systemami jeszcze nieudostepnio-
nymi dla odbiorcéw, z wylaczeniem sytuacji zagrazajacym naruszeniom
praw cztowieka, warto$ciom demokratycznym oraz praworzadnodci (art. 3
ust. 3 Konwencji).

Konwencja ramowa Rady Europy o sztucznej inteligencji stanowi bez
watpienia wazny krok w kierunku uregulowania wptywu SI na relacje
spoleczno-gospodarcze w wymiarze miedzynarodowym. Jej przyjecie
i implementacja przez panstwa réwniez spoza Europy ma na celu zapew-
nienie, ze $wiatowy rozwdj technologii SI bedzie odbywat sie w sposéb
zréwnowazony, a zatem zgodny z warto$ciami demokratycznymi i zasa-
dami praworzadnosci, eliminujac jednoczesénie ryzyko naduzy¢ i naruszen
praw czlowieka, a z drugiej strony zapewniona zostanie dotychczasowa
dynamika innowacji w zakresie sztucznej inteligencji oraz zaufanie spo-
teczne do nowych technologii. Konwencja ta obejmuje ponadto kluczowe
zagadnienia regulowane réwniez przez unijne Rozporzadzenie w sprawie
sztucznej inteligencji (Al Act). Zakres regulacji obu tych aktéw pokrywa
sie w zakresie m.in. zgodno$ci SI z prawami czlowieka, analizie ryzyka

21 Zob. art. 1 ust. 2 Konwencji ramowej Rady Europy o sztucznej inteligencji

i prawach czlowieka, demokracji i praworzadnosci: ,Each Party shall adopt or
maintain appropriate legislative, administrative or other measures to give effect
to the provisions set out in this Convention. These measures shall be graduated
and differentiated as may be necessary in view of the severity and probability of
the occurrence of adverse impacts on human rights, democracy and the rule of law
throughout the lifecycle of artificial intelligence systems. This may include specific
or horizontal measures that apply irrespective of the type of technology used”.
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zwigzanego ze stosowaniem SI, uwzglednianiem ochrony danych oraz
zasad bezpieczenistwa cyfrowego, przejrzystosci tresci generowanych przez
SI, czy wprowadzaniem mechanizméw nadzoru nad algorytmami SIf?2l,

W tym miejscu warto réwniez wspomnie¢ o wczeéniejszej konwencji
Rady Europy, jaka jest Konwencja o ochronie oséb w zwigzku z automatycz-
nym przetwarzaniem danych osobowych przyjeta w 1981 roku (Konwencja
nr108)? ktéra dosé wyraznie koresponduje ze wspétczesnym rozwojem
SI. Konwencja ta jest pierwszym miedzynarodowym traktatem prawnie
wiazacym w zakresie ochrony danych osobowych. W odpowiedzi na dyna-
miczne zmiany technologiczne i spoteczne w 2018 roku przyjeto jej zaktu-
alizowang wersje - tzw. Konwencje 108+ (Protokét zmieniajacy Konwencje
nr 108). Konwencja 108+ wprowadza nowoczesne ramy ochrony danych
osobowych, dostosowane do wyzwan XXI wieku, w tym do rosnacego
znaczenia sztucznej inteligencji, big data, chmury obliczeniowej i automa-
tyzacji proceséw decyzyjnych. Zawarte w niej przepisy wzmacniajg stan-
dardy ochrony prywatnosci oraz zwiekszaja przejrzysto$¢ przetwarzania
danych osobowych, co ma szczegélne znaczenie w kontekscie SI, gdzie dane
staja sie kluczowym zasobem determinujacym jako$¢ i bezpieczeristwo
algorytméw. Konwencja ta wprowadza m.in. zasade proporcjonalnosci
i minimalizacji danych (art. 10-11) oraz zakaz dyskryminacji oraz ochrone
praw czlowieka (art.1).

Konwencja 108+ wprowadza mechanizmy odpowiedzialno$ci i rozliczal-
nosci, co ma kluczowe znaczenie w procesie projektowania i wdrazania sys-
teméw SI przez podmioty publiczne i prywatne. W odréznieniu od RODO,
Konwencja 108+ ma charakter globalny, jej stronami moga by¢ nie tylko
panstwa cztonkowskie Rady Europy, ale réwniez panstwa trzecie. Umoz-
liwia to stworzenie wspélnego, uniwersalnego standardu ochrony danych,
cojest niezbedne w obliczu globalnego charakteru systeméw SI. Konwencja
108+ moze pelni¢ funkcje fundamentu etycznego i prawnego pod rozwdj
regulacji dotyczacych sztucznej inteligencji. Jej normy, cho¢ ogdlne, daja
sie adaptowa¢ do realiéw technologicznych, stanowiac punkt wyjscia dla
bardziej szczegétowych regulacji sektorowych i branzowych (np. unijnego
Al Act). W tym sensie, Konwencja 108+ pozostaje nie tylko aktem ochrony

22 Zob. https://digital-strategy.ec.europa.eu/pl/news/commission-signed-
council-europe-framework-convention-artificial-intelligence-and-human-
rights. [dostep: 30.3.2025].

23 Konwencja Nr108 Rady Europy o ochronie 0séb w zwigzku z automatycznym
przetwarzaniem danych osobowych, sporzadzona w Strasburgu dnia 28 stycznia
1981r. - Dz.U. z 2003 r., nnr 3 poz. 25.


https://digital-strategy.ec.europa.eu/pl/news/commission-signed-council-europe-framework-convention-artificial-intelligence-and-human-rights
https://digital-strategy.ec.europa.eu/pl/news/commission-signed-council-europe-framework-convention-artificial-intelligence-and-human-rights
https://digital-strategy.ec.europa.eu/pl/news/commission-signed-council-europe-framework-convention-artificial-intelligence-and-human-rights
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danych, ale takze instrumentem ksztaltujacym odpowiedzialne i zgodne
z prawami cztowieka podejscie do rozwoju SI?*,

Co ciekawe, jedno z pierwszych orzeczen Europejskiego Trybunatu Praw
Czlowieka w Strasburgu posrednio dotyczace stosowania sztucznej inteli-
gencji®* uwzglednia wtasnie wspomniang Konwencje nr108. Orzeczenie to
dotyczyto sprawy Marper przeciwko Zjednoczonemu Krélestwu®, a istota
sprawy byt zarzut skarzacych dotyczacy bezterminowego przetrzymywa-
nia przez brytyjskie organy Scigania odciskéw palcéw oraz materiatu DNA
po zakonczeniu postepowania karnego. W uzasadnieniu orzeczenia sedzio-
wie ETPC wskazali, ze taki stan rzeczy naruszat art. 8 EKPC dotyczacy
prawa do poszanowania swojego zycia prywatnego i rodzinnego, jak réw-
niez Konwencje nr 108 z uwagi na fakt, iz profile DNA oraz odciski palcéw
naleza do wrazliwych danych osobowych, ktérych dotyczy wspomniana
konwencja. W orzeczeniu wskazano, ze ,,dynamiczny rozwéj techniki”*”!
w przyszloéci moze prowadzié¢ do trudnych do przewidzenia naduzy¢.

W chwili obecnej znaczacy dorobek kodyfikacyjny w zakresie regulacji
nowych technologii posiada réwniez Unia Europejska, ktéra w maju 2024
roku przyjeta Akt w sprawie sztucznej inteligencji'®® (dalej: AI Act). Jest
to pierwszy akt prawa ponadnarodowego regulujacy rozwdj, wdrazanie
iuzytkowanie systeméw sztucznej inteligencji w Unii Europejskiej). Akt
ten zostat okrzykniety przelomowym nie tylko dlatego, ze nadwczas na
Swiecie nie wprowadzono jeszcze podobnych regulacji, ale takze dlatego,
ze jako pierwszy klasyfikuje sztuczna inteligencje pod katem potencjalnego
ryzyka dla uzytkownikéw, w mys$l zasady, ze im wieksze szkody moze

24 Szerzej: Kimpian, ,Rights to Privacy and to Personal Data Protection and
Convention 108, 19-28.

25 Nalezy zaznaczy¢, iz do chwili obecnej (maj 2025 r.) ETPC w Strasburgu
wydat stosunkowo niewiele orzeczen bezposrednio odnoszacych sie do sztucznej
inteligencji.

26 Wyrok EPTC z dnia 4 grudnia 2008 r. w sprawie S. i Marper vs. Zjednoczone
Krélestwo, nr skargi: 30562/04 i 30566/044.

27 Sformutowanie to mozna odnie$é¢ do rozwoju sztucznej inteligencji wyko-
rzystywanej wspélczesnie przez organy Scigania. Zob. pkt 68 wyroku w sprawie
S.1iMarper vs. Zjednoczone Krélestwo.

28 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia
13 czerwca 2024 r. w sprawie ustanowienia zharmonizowanych przepiséw doty-
czacych sztucznej inteligencji. https://eur-lex.europa.eu/legal-content/PL/TXT/
PDF/?uri=0J:L_202401689. [dostep: 23.3.2025].

29 Swierczytiski, Wigckowski, Sztuczna inteligencja w prawie miedzynarodo-
wym, 31. Por. Wisniewski, ,Sztuczna inteligencja i prawa cztowieka”, 32.


https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ
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wyrzadzié sztuczna inteligencja, tym surowsze beda przepisy regulu-
jace jej uzyciel. Gtéwny rdzen Al Act klasyfikuje zagrozenia zwigzane
ze stosowaniem SI, w ramach ktérych okreslono rézne poziomy ryzyka
zwigzanego z aplikacjami SI oraz odpowiednie §rodki regulacyjne. Jak
wskazuje uzasadnienie do AI Act®], w rozporzadzeniu tym zastosowano
kategorie ryzyka w oparciu o analize zakazanych praktyk odnosnie algo-
rytméw sztucznej inteligencji, wprowadzajac kategorie w odniesieniu do
SI, ktére stwarzaja:

1. niedopuszczalne ryzyko obejmujace technologie uznane za zagro-
zenie dla praw podstawowych, np. systemy oceny obywateli (social
scoring) lub techniki SIznajdujace sie poza §wiadomoscia danej osoby,
majace na celu istotne znieksztalcenie zachowan ludzkich. Sg one
zakazane (art. 5 Al Act);

2. wysokie ryzyko - dotyczy to SI stosowanej w krytycznych obszarach,
takich jak infrastruktura, edukacja, zatrudnienie, sagdownictwo czy
biometria. Wymagaja one rygorystycznych ocen zgodnoéci (art. 6-27
Al Act);

3. niskie (ograniczone) ryzyko - obejmuje np. chatboty i systemy reko-
mendacji, ktére podlegaja wymogom przejrzystosci;

4. minimalne ryzyko - takim statusem objeta bedzie wiekszo$¢ apli-
kacji SI, np. filtry antyspamowe, niepodlegajace szczegdlnym regu-
lacjom. Takie systemy sga dopuszczane do uzytku bez ograniczen.

Zgodnie z art. 1ust. 2 lit. c Rozporzadzenia UE ws. sztucznej inteligencji
ustanawia sie szczegélne wymogi zwigzane z algorytmami SI wysokiego
ryzyka, jak réwniez obowigzki operatoréw takich systeméw, przy czym roz-
porzadzenie stosujac okre$lenie ,,operator” obejmuje nim dostawce systemu,
producenta systemu, podmiot stosujacy, upowaznionego przedstawiciela,

30 Adam Wiéniewski, ,Wokanda europejska - ETPC”, [w:] Przedwiosnie ery
sztucznej inteligencji. Technologia-zarzqdzanie-prawo, t. I, red. Edmund Wittbrodt,
Zdzistaw Brodecki, Marta Dargas-Draganik (Gdarisk: Wydawnictwo Uniwersytetu
Gdanskiego, 2024), 280.

31 Uzasadnienie do Rozporzadzenie Parlamentu Europejskiego i Rady
(COM/2021/206 final) ustanawiajace zharmonizowane przepisy dotyczace sztucznej
inteligencji (akt w sprawie sztucznej inteligencji) i zmieniajace niektére akty usta-
wodawcze unii, s. 15. https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-
a372-11eb-9585-01aa75ed71a1.0012.02/DOC_1&format=PDF. [dostep: 25.3.2025].


https://eur-lex.europa.eu/resource.html?uri=cellar
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importera lub dystrybutoral®?l. Al Act koncentruje sie zatem na systemach
SI, ktérych wykorzystywanie uznaje sie za niedopuszczalne ze wzgledu na
ich sprzecznos¢ z warto$ciami UE, w tym prawa cztowieka, ochrone danych
osobowych, prawa konsumentéw, badZ wprowadzanie przez administra-
cje publiczng zdalnej identyfikacji biometrycznej w czasie rzeczywistym
w przestrzeni publicznej®® oraz oceny punktowej ludnoéci (tzw. social
scoring)P*,

Rozporzadzenie to dotyka przede wszystkim sposobu, w jaki SI jest
wykorzystywana pod katem praw podstawowych obywateli UE, a przez
to zapewnienia zaufania spolecznego do systeméw SI oraz finalnie stwo-
rzenia jednolitego rynku dla rozwiazan opartych na sztucznej inteligencji.
Jednoczesnie stawia wyzwania dla sektora technologicznego, szczegdl-
nie w zakresie zgodnosci i odpowiedzialnoéci za algorytmy™®. AT Act jest
rezultatem kilkuletnich inicjatyw podejmowanych przez Unie Europejska
w zakresie nakre$lenia ram funkcjonowania nowych technologii (np. Biata
Ksiega w sprawie sztucznej inteligencji wydana przez Komisje Europejska
w 2020 1.%¢)), Rozbudowane uzasadnienie dla projektu Al Act®” wskazuje
m.in. na przyczyny i cele tego rozporzadzenia, spéjnosé z politykami i stra-
tegiami UE, traktatowa podstawe prawna (przede wszystkim art. 114 ust.1
TfUE!®)), a takze zasady UE dotyczace pomocniczoéci i proporcjonalnosci

32 Art. 3 pkt 8 Al Act.

33 Pkt 30-39 Preambuly do Al Act.

34 Pawet Tomaszewski, ,Inteligentne kontrakty jako narzedzie regulacji sztucz-
nej inteligencji”, [w:] Prawo w erze sztucznej inteligencji. Cyfryzacja i autonomizacja
zycia publicznego, red. Zdzistaw Brodecki, Marta Nowicka (Gdynia-Pelplin: Ber-
nardinum, 2022), 196.

35 Por. https://digital-strategy.ec.europa.eu/pl/policies/regulatory-framework-
ai. [dostep: 30.3.2025).

36 Zob. Biata Ksiega w sprawie sztucznej inteligencji. Europejskie podejscie do
doskonatosci i zaufania - Bruksela, dnia 19.2.2020 r. COM(2020) 65 final. https://
eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=CELEX:52020DC0065. [dostep:
31.3.2025]. Por. Pawet Chyc, , Zalaczniki - Materiat zrédtowy” w Swigtynia w kosmicz-
nej wiosce. Bezpieczeristwo przyszlych pokoleri w erze sztucznej inteligencji, red. Zdzistaw
Brodecki (Warszawa: EuroPrawo, 2021), 171-72.

37 Uzasadnienie do Rozporzadzenie Parlamentu Europejskiego i Rady
(COM/2021/206 final) ustanawiajgce zharmonizowane przepisy dotyczace sztucz-
nej inteligencji (akt w sprawie sztucznej inteligencji) i zmieniajace niektére akty
ustawodawcze Unii. https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-
a372-11eb-9585-01aa75ed71a1.0012.02/DOC_1&format=PDF. [dostep: 25.3.2025].

38 Traktat o funkcjonowaniu Unii Europejskiej, Dziennik Urzedowy Unii
Europejskiej C 326/49, art. 114 ust. 1: ,,[...] Parlament Europejski i Rada, stano-
wiac zgodnie ze zwykla procedura ustawodawczg i po konsultacji z Komitetem


https://digital-strategy.ec.europa.eu/pl/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/pl/policies/regulatory-framework-ai
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=CELEX:52020DC0065
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=CELEX:52020DC0065
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0012.02/DOC_1&format=PDF
https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-9585-01aa75ed71a1.0012.02/DOC_1&format=PDF
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w odniesieniu do zastosowanych mechanizméw prawnych oraz wyniki
ocen i konsultacji z zainteresowanymi stronami.

Z kolei preambuta Al Act®**! wskazuje, ze jednym z gtéwnych celéw tego
rozporzadzenia jest zapewnienie transgranicznej swobody przeptywu
towardéw i ustug wykorzystujacych sztuczng inteligencje, ktéra powinna
by¢ zorientowana na zapewnienie wysokiego poziomu ochrony bezpie-
czenistwa, praworzadnosci, Srodowiska oraz praw podstawowych ujetych
w Karcie Praw Podstawowych Unii Europejskiej, przy czym zabronione jest
nakladanie ograniczen na wykorzystywanie i rozwéj algorytméw SI. W tym
celu niezbedne jest ustanowienie jednolitych obowiazkéw dla operatoréw
izagwarantowanie jednolitej ochrony interesu publicznego, m.in. w zakre-
sie ochrony danych osobowych, np. w kontekscie zdalnej identyfikacji
biometrycznej. Preambuta wskazuje réwniez na zagrozenia zwigzane
z wykorzystywaniem nowych technologii dla podstawowych praw czto-
wieka oraz interesu publicznego, wskazujac na potencjalne szkody fizyczne,
psychiczne, spoteczne oraz ekonomiczne spowodowane przez sztuczna
inteligencje i rekomendujac zarazem cel dla twércéw algorytméw SI, jakim
powinien zawsze by¢é zwiekszanie dobrostanu cztowiekal!.

Preambuta do Al Act wskazuje ponadto na wartosci etyczne, wprost
odwotujac sie do Wytycznych w zakresie etyki dotyczace godnej zaufa-
nia sztucznej inteligencji z 2019 r.[*"! opracowanych na zlecenie Komisji
Europejskiej przez Grupe ekspertéw wysokiego szczebla ds. sztucznej
inteligencji. Dokument ten wskazuje na gtéwne zasady etyczne zwigzane
z programowaniem sztucznej inteligencji, majace zbudowa¢ zaufanie spo-
teczne do algorytméw SI. Preambuta AI Act zalicza do nich:

= nadzorczg i przewodnig role cztowieka;
= bezpieczenistwo i solidno$¢ techniczna;
= zarzadzanie danymi oraz ochrone prywatnosci;

Ekonomiczno-Spotecznym, przyjmuja $rodki dotyczace zblizenia przepiséw usta-
wowych, wykonawczych i administracyjnych Panistw Cztonkowskich, ktére maja
na celu ustanowienie i funkcjonowanie rynku wewnetrznego”.

39 Zob. https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=0J:L_20
2401689. [dostep: 31.3.2025].

40 Pkt 1-6 Preambuly do AI Act. https://eur-lex.europa.eu/legal-content/PL/
TXT/PDF/?uri=0J:L_202401689. [dostep: 31.3.2025].

41 Wytyczne w zakresie etyki dotyczace godnej zaufania sztucznej inteligen-
cji, opracowane przez Grupe ekspertéw wysokiego szczebla ds. sztucznej inteligen-
cji. https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/
JURI/DV/2019/11-06/Ethics-guidelines-AI_PL.pdf. [dostep: 1.4.2025].


https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ:L_202401689
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ:L_202401689
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ:L_202401689
https://eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=OJ:L_202401689
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/JURI/DV/2019/11-06/Ethics-guidelines-AI_PL.pdf
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/JURI/DV/2019/11-06/Ethics-guidelines-AI_PL.pdf
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= przejrzystoscé;

= réznorodnosé,

= sprawiedliwo$¢ oraz niedyskryminacje;
= odpowiedzialno$¢;

= dobrostan spoteczny i §rodowiskowy 2.,

Zasady te maja w zalozeniu przyczynié sie do stworzenia wiarygodnej
technologii zorientowanej przede wszystkim na czlowieka zgodnie z Karta
Praw Podstawowych UE oraz z warto$ciami ujetymi m.in. w art. 2 Traktatu
o Unii Europejskiej*.. Zatozeniem AI Act jest zatem kazdorazowa kontrola
czlowieka na algorytmami sztucznej inteligencji, stanowiaca swego rodzaju
system ,bezpiecznikéw” etycznych, eliminujacy wszelkie ryzyka niekon-
trolowanego rozwoju tej technologii w duchu poszanowania autonomii
czlowieka oraz jego godnosci, a zatem podstawowych wartosci wynika-
jacych z praw czlowiekal*. Przyktadem takich ryzyk moga byé techniki
manipulacyjne i podprogowe, wykorzystujace sztuczng inteligencje w celu
wprowadzania odbiorcéw w btad, badz wywotania niechcianych zachowan
poprzez znieksztatcanie i ograniczanie ludzkiej percepcji. Systemy wyko-
rzystujace SI powinny mie¢ na celu wzmacnianie i uzupetnianie zdolnosci
poznawczych czlowieka*®i z tego wzgledu rozporzadzenie UE w sprawie
sztucznej inteligencji zostalo skonstruowane w oparciu o analize ryzyka,
stosujac rozréznienie dla systeméw SI stwarzajacych niedopuszczalne
ryzyko, wysokie ryzyko oraz niskie lub minimalne ryzyko.

Preambuta do AI Act wskazuje takze na kilka kluczowych zagadnien,
ktérymi powinni kierowaé sie zaréwno operatorzy systeméw wykorzy-
stujacych SI, w tym przede wszystkim dostawcy systeméw, jak réwniez
organy administracyjne zobowigzane do dziataii nadzorczych, monito-
rujacych oraz kontrolnych w tym zakresie. Wéréd waznych zagadnienl
ujetych w Preambule warto zwréci¢ uwage na obowiazek projektowania

42 Pkt 27 Preambuly do AT Act.

43 Art. 2 TUE: ,Unia opiera sie na warto$ciach poszanowania godnosci osoby
ludzkiej, wolnosci, demokracji, réwnosci, paiistwa prawnego, jak réwniez posza-
nowania praw czlowieka, w tym praw oséb nalezacych do mniejszo$ci. Warto$ci te
sa wspdlne Paristwom Czlonkowskim w spoteczenistwie opartym na pluralizmie,
niedyskryminacji, tolerancji, sprawiedliwosci, solidarnosci oraz na réwnosci
kobiet i mezczyzn”.

44 W aspekcie ochrony praw czlowieka por. pkt 48 Preambuty do AI Act.

45 Tomaszewski, ,Inteligentne kontrakty jako narzedzie regulacji sztucznej
inteligencji”, 198-199.
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technologii SI w sposéb umozliwiajacy osobom fizycznym staty nadzér nad
ich dziataniem™®), Kluczowym adresatem ponoszacym odpowiedzialnosé
za spelnienie okreslonych w AI Act wymogdéw jest Dostawca systeméw
SI*7), W ramach procedury oceny zgodnosci systemy SI, majace status
wysokiego ryzyka, powinny posiada¢ oznakowanie CE zgodnie z art. 48 Al
Act**lwskazujace na zgodnosé ich dziatania z unijnym Rozporzadzeniem
ws. sztucznej inteligencji, co umozliwia korzystanie ze swobody przeptywu
takiego oprogramowania na wewnetrznym rynku UE™?]. Ponadto, Pream-
buta zapowiada réwniez powotanie Europejskiej Rady do spraw Sztucznej
Inteligencji (art. 65-66 Al Act), $cisle wspétpracujacej m.in. z Agencjg Praw
Podstawowych w celu skutecznej realizacji zalozen AI Act na poziomie unij-
nym oraz panstw cztonkowskich, petnigcych kluczowa role w stosowaniu
i egzekwowaniu tego rozporzadzenial*®l.

Na uwage zastuguja merytoryczne normy Rozporzadzenia ws. sztucznej
inteligencji, przede wszystkim dotyczace zakresu oddzialywania AI Act,
wymogéw w odniesieniu do systeméw sztucznej inteligencji, obowigzkéw
operatoréw SI, a takze organéw nadzorczych oraz procedur monitoruja-
cych systemy wykorzystujace sztuczna inteligencje. Zgodnie z art. 2 ust.1
Al Act rozporzadzenie to ma zastosowanie do:

1. dostawcéw systeméw SI niezaleznie od ich siedziby (jezeli systemy
te sa udostepniane na rynku UE lub wykorzystywane w UE badz
gdy wyniki wytworzone przez takie systemy sg wykorzystywane
w Unii Europejskiej);
podmiotéw korzystajacych z systeméw SI, ktére maja siedzibe w UE.
dystrybutoréw i importeréw systeméw SI;

4. producentéw produktu, ktérzy pod wiasng nazwg lub znakiem towa-
rowym oraz wraz ze swoim produktem wprowadzaja do obrotu lub
oddajg do uzytku system SI;

46 Pkt 3 Preambuly do AT Act.

47 Pkt1o1 Preambuty do AI Act.

48 Oznakowanie CE wskazuje, ze dany wyrdb zostat zbadany przez producenta
iuznany za spelniajacy wymogi UE dotyczace bezpieczenistwa, zdrowia i ochrony
$rodowiska. Oznakowanie jest wymagane w przypadku produktéw wytwarzanych
w dowolnym miejscu na §wiecie i wprowadzanych do obrotu na terenie Unii Euro-
pejskiej.

49 Pkt 129 Preambuty do AI Act.

50 Pkt149i153 Preambuty do AI Act.
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5. upowaznionych przedstawicieli dostawcéw niemajacych siedziby
w Unii Europejskiej;

6. o0séb, na ktére SI ma wplyw i ktére znajduja sie na terenie Unii
Europejskiej.

Co istotne, zgodnie z art. 2 ust.3 i 4 Al Act przewidziane sg wylaczenia
w stosowaniu rozporzadzenia, ktére obejmuja systemy SI wykorzystywane
wylacznie do celéw obronnych, wojskowych lub do celéw bezpieczenstwa
narodowego. Ponadto, postanowienl AI Act nie stosuje si¢ réwniez w sytu-
acji wykorzystania systeméw SI przez organizacje miedzynarodowe lub
organy publiczne panstw trzecich w ramach wspétpracy miedzynarodowej
w sprawach o §ciganie przestepstw i wspdtpracy sadowej z udziatem Unii
Europejskiej lub pafistw cztonkowskich UEP!. Przepisy AI Act nie beda
mialy zastosowania réwniez w odniesieniu do systeméw SI wykorzysty-
wanych wylacznie w celach naukowo-rozwojowych oraz w sytuacji badan
testowych systeméw SI przed wprowadzeniem ich do obrotu lub oddaniem
ich do uzytku!*?.

W rozdziale II Rozporzadzenia ws. sztucznej inteligencji prawodawca
unijny ujal kluczowe regulacje dotyczace zakazanych praktyk w zakre-
sie wykorzystywania sztucznej inteligencji, opierajace sie na poziomach
ryzykal®®. W art. 5 AI Act uregulowano zakazane praktyki w zakresie
wykorzystywania sztucznej inteligencji i zgodnie z tym zakazane sg sys-
temy SI, ktére:

= wykorzystuja podprogowe techniki manipulacji, polegajace na mani-
pulacji §wiadomosciag®*;

» wykorzystujg stabosci okreslonych grup (np. dzieci, oséb
niepetnosprawnych)®?;

= stuza do krzywdzacej badZ niekorzystnej oceny ,,spotecznej wartosci”
jednostek (social scoring)t®®;

= przeprowadzajg oceny ryzyka oséb fizycznych w celu profilo-

wania w zakresie ryzyka popelniania przestepstw wylacznie

51 Art.2ust. 4 AI Act.

52 Art.2ust. 6i8 Al Act.

53 Por. Wiéniewski, ,Sztuczna inteligencja i prawa cztowieka”, 34.
54 Art.sust.1lit. a) Al Act.

55 Art.s5ust. 1lit. b) AI Act.

56 Art.sust. 1lit. c) Al Act.
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na podstawie cech osobowosci i innych charakterystycznych cech
danej jednostkil*”;

= tworza bazy danych majace na celu rozpoznawanie twarzy poprzez
nieukierunkowane pozyskiwanie wizerunkéw twarzy (untargeted
scraping) z internetu lub nagran z telewizji przemystowej (tzw. iden-
tyfikacja biometryczna w czasie rzeczywistym)®®;

= wykorzystuja algorytmy celem zbierania danych dotyczacych ludz-
kich emocji w miejscu pracy oraz instytucjach edukacyjnych i wycia-
gaja z tego wnioski (z wyjatkiem wzgledéw medycznych i kwestii
bezpieczenistwa)*?};

= wprowadzaja kategoryzacje biometryczna, profilujacg osoby fizyczne
pod katem ich rasy, wyznania, orientacji seksualnej, pogladéw poli-
tycznych badz przynalezno$ci do okreslonych organizacji - z wyjat-
kiem $cigania przestepstw!®®.,

Rozporzadzenie ws. sztucznej inteligencji w rozdziale I1I (art. 6-27)
odnosi sie do systeméw SI wysokiego ryzyka, wykorzystywanych w sek-
torach o istotnym znaczeniu dla zdrowia, bezpieczenistwa lub praw pod-
stawowych, takich jak infrastruktura krytyczna, edukacja i zatrudnienie,
administracja publiczna (np. ocena wiarygodnosci beneficjentéw $wiad-
czeti), badz wymiar sprawiedliwoscil®). Dodatkowo Zatacznik IIT do AI
Act!®? wskazuje na systemy wykorzystujace sztuczng inteligencje uzna-
wane za systemy wysokiego ryzyka w okreslonych obszarach zycia spotecz-
no-gospodarczego. Do tych obszaréw naleza m.in. biometria (np. zdalna
identyfikacja biometryczna), procesy zarzadzania infrastrukturg kry-
tyczng (np. zaopatrzenie w wode, gaz, ciepto lub energie elektryczna,
a takze zarzadzanie ruchem drogowym), §ciganie przestepstw oraz spra-
wowanie wymiaru sprawiedliwoéci i procesy demokratyczne (pkt 1,2,6
i 8 Zalgcznika I1I do Al Act). Systemy SI wymienione w zataczniku III s3
uznawane za wysokiego ryzyka.

W art. 8 i 9 Al Act okres$lone zostaty kluczowe obowigzki dostawcéw
systeméw sztucznej inteligencji, w szczegdlnosci tych zakwalifikowanych

57 Art. 5 ust. 11it. d) AI Act.

58 Art.sust. 1lit. e) Al Act.

59 Art. 5 ust. 11it. f) AI Act.

60 Art.5ust.1lit. g) AT Act.

61 Wisniewski, ,Sztuczna inteligencja i prawa czlowieka”, 35.

62 Zalacznik I1I do Rozporzadzenia Parlamentu Europejskiego i Rady (UE)
2024/1689 - Systemy Al wysokiego ryzyka, o ktérych mowa w art. 6 ust. 2.
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jako systemy wysokiego ryzyka. Do obowigzkéw tych zaliczy¢ nalezy m.in.
konieczno$¢ stworzenia ocen zgodnosci i dokumentacji technicznej, zapew-
nienie przejrzystosci dziatania, zaplanowanie zarzadzania ryzykiem i jego

identyfikacja, zapewnienie nadzoru ludzkiego oraz rejestracja w unijnym

rejestrze systeméw SI wysokiego ryzykal®. Artykut 8 stanowi fundament
dla zapewnienia zgodnosci systeméw SI wysokiego ryzyka z obowigzu-
jacymi przepisami. Podkresla on koniecznosé uwzglednienia zaréwno

aktualnego stanu wiedzy technologicznej, jak i specyfiki danego zastoso-
wania systemu SI. Mechanizm ten umozliwia integracje proceséw zgod-
nosci z istniejgcymi procedurami wynikajgcymi z innych aktéw prawnych

Unii Europejskiej, co ma na celu redukeje obcigzent administracyjnych dla

dostawcéw!®*, W art. 16 Al Act doprecyzowane zostaty obowigzki dostaw-
céw systeméw Al wysokiego ryzyka, m.in. w zakresie sporzadzania dekla-
racji zgodnoéci UE! oznaczania produktu symbolem CE oraz znakiem

towarowym badz nazwga celem ulatwienia kontaktu z dostawca®®.. Bez wat-
pienia weryfikacja systemowa mechanizméw wynikajacych z art. 8-16 Al

Act wymaga wsparcia i cistej wspétpracy organéw publicznych (zaréwno

na poziomie unijnym, jak i krajowym) z programistami algorytméw SI

oraz ekspertami w dziedzinie IT celem oceny niezbednej dokumentacji,
a takze weryfikacji m.in. ocen zgodnosci, wdrozenia procesu rejestracji

oraz efektywnego nadzoru nad systemami SI.

Niezwykle istotnym wydaje sie art. 14 AI Act dotyczacy nadzoru sys-
teméw SI przez czlowieka, poniewaz ustanawia on jedna z wazniejszych
zasad zwigzanych z nadzorem czlowieka nad funkcjonowaniem sztucz-
nej inteligencji klasyfikowanych jako systemy wysokiego ryzyka. Zasada
ta stanowi, iz na kazdym etapie wykorzystywania systeméw SI istnieje
obowiagzek zapewnienia adekwatnego, skutecznego i proporcjonalnego
nadzoru oséb fizycznych nad dziataniem tych systeméw, w celu zapo-
biezenia lub zminimalizowania zagrozen dla zdrowia, bezpieczenistwa
lub praw podstawowych!®”), Nadzér sprawowany przez cztowieka ma na
celu szybkie rozpoznanie i przeciwdziatanie potencjalnym niepozadanym
skutkom dziatania systemu SI. Osoby sprawujace nadzér powinny posiadaé

63 Por. art. 9 Al Act.

64 Zob. https://artificialintelligenceact.eu/article/8/. [dostep: 7.4.2025).

65 W zwigzku z art. 47 Al Act.

66 Analogiczne wymagania z uwzglednieniem wtasciwej specyfiki dotycza
réwniez importeréw oraz dystrybutoréw systeméw SI na obszarze UE - zgodnie
z art. 23124 Al Act.

67 Art.14 ust. 2 Al Act.
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niezbedna wiedze, kwalifikacje i uprawnienia w zakresie znajomosci sys-
temoéw SI tak, by mdéc wykrywaé wszelkie anomalie oraz nieprzewidziane
zachowania algorytméw. Osoby takie na kazdym etapie powinny réwniez
mie¢ mozliwo$¢ przerwania, zawieszenia lub zmiany sposobu dzialania
systemu SIw sytuacjach zagrozenia. Zgodnie z ust. 3, poziom i zakres nad-
zoru czlowieka powinien by¢ dostosowany do charakteru, przeznaczenia
i ryzyka danego systemu SI®,

Wazna regulacja znajduje sie z art. 25 Al Act, gdzie unijny prawodawca
ustanawia ramy odpowiedzialno$ci w catym taricuchu wartoéci systeméw
sztucznej inteligencji od projektowania, przez rozwdj, az po wdrozenie
ieksploatacje tych systeméw. Artykul ten rozszerza odpowiedzialno$é poza
dostawcéw!®?), takze na dystrybutoréw, importeréw, integratoréw oraz na
podmioty stosujace systemy SI. Ma to na celu zapewnienie, ze wszystkie
podmioty zaangazowane w cykl zycia systeméw SI ponosza odpowiedzial-
no$¢ za zgodno$¢ tych systeméw z przepisami prawa Unii Europejskiej.
Oznacza to, ze kazdy z tych podmiotéw ma obowiazek zapewnienia, ze
systemy Al, ktére wprowadzaja na rynek spelniajg okre§lone w rozpo-
rzadzeniu wymogi dotyczace bezpieczenistwa, przejrzystosci, nadzoru
izarzadzania ryzykiem. W przypadku naruszenia przepiséw rozporzadze-
nia, odpowiedzialno$¢ moze by¢ przypisana nie tylko dostawcy systemu Al,
ale réwniez innym podmiotom w taricuchu wartosci, jezeli ich dziatania
lub zaniechania przyczynity sie do danego naruszenia.

Rozporzadzenie UE w sprawie sztucznej inteligencji w art. 51 ustanawia
kryteria stuzace klasyfikacji modeli sztucznej inteligencji ogélnego prze-
znaczenia jako modele ograniczonego ryzyka, ze szczegélnym uwzgled-
nieniem modeli stanowigcych zagrozenie systemowe (tzw. systemic GPAI
models), ktére wymagaja zastosowania zaostrzonych wymogéw regula-
cyjnych. Dla przykladu operatorzy systeméw ograniczonego ryzyka maja
obowigzek informacyjny dotyczacy faktu, iz uzytkownik danego systemu
wchodzi w interakcje ze sztuczng inteligencja (np. chatboty symulujaca

68 Oznacza to, ze $rodki nadzoru powinny by¢é proporcjonalne - bardziej restryk-
cyjne dla systeméw wykorzystywanych w krytycznych obszarach, np. w wymiarze
sprawiedliwo$ci czy opiece zdrowotnej, a w mniejszym stopniu dla systeméw
o nieznacznym potencjale szkodliwosci. Por. Art. 14 ust. 3 Al Act.

69 W rozumieniu definicji ujetej w art. 3 pkt 3 Al Act: ,dostawca oznacza osobe
fizyczna lub prawna, organ publiczny, agencje lub inny podmiot, ktére rozwijaja
system Allub model Al ogélnego przeznaczenia lub zlecaja rozwéj systemu Al lub
modelu Al ogélnego przeznaczenia oraz ktdre - odptatnie lub nieodpltatnie - pod
wiasng nazwg lub wlasnym znakiem towarowym wprowadzajg do obrotu lub
oddajg do uzytku system AlI”.
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ludzka rozmowe). Artykut 51 AT Act stanowi, ze system SI ogélnego prze-
znaczenia (ograniczonego ryzyka) moze zostaé¢ uznany za stanowiacy
zagrozenie systemowe, jezeli spetnia okreslone przestanki ilosciowe lub
jakosciowe, w tym w szczegdlnosci:

= wykorzystuje zasoby obliczeniowe przekraczajace okreslony prog;

= posiada duze oddziatywanie spoteczno-gospodarcze;

= charakteryzuje sie powszechno$cig wdrozenia w réznych sektorach
gospodarki i zycia spotecznego;

= posiada zdolno$¢ do samodzielnego generowania tresci, rozumowa-
nia, przewidywania lub wplywania na procesy decyzyjne uzytkow-
nikéw na duza skale;

= wykorzystanie takiego systemu niesie ze sobg mozliwo$¢ wywotania
powaznych szkdd dla zdrowia, bezpieczenistwa, praw podstawowych,
$rodowiska lub demokracji™.

Zgodnie z art. 53 dostawcy modeli SI ogélnego przeznaczenia (ograni-
czonego ryzyka), sa zobowigzani do sporzadzania wtaéciwej dokumentacji
technicznej dla danego systemu. Dokumentacja ta powinna obejmowaé
takze informacje odno$nie procesu jego trenowania i testowania, jak réw-
niez zawiera¢ niezbedne dane dla podmiotéw zamierzajacych legalnie
zintegrowa¢ kilka systeméw SI. Ponadto dostawcy zobowigzani sa poda-
wa¢ do publicznej wiadomosci streszczenie dotyczace wykorzystanych
algorytméw w procesie trenowania danego modelu SI.

Rozdziat VI AI Act odnosi sie do Srodkéw wspierajacych innowacyjnosé
sztucznej inteligencji, w tym przede wszystkim do tzw. piaskownic regu-
lacyjnych bedacych narzedziami umozliwiajacymi dostawcom systeméw
SI mozliwos¢ rozwoju, trenowania, walidacji i testowania innowacyjnych
rozwigzan SI", W artykule 57 AT Act w odniesieniu do paristw cztonkow-
skich sformutowano obowigzek ustanowienia piaskownic regulacyjnych
w zakresie wspierania systeméw SI, ktére maja na celu stworzenie kontro-
lowanego §rodowiska wspierajacego innowacje oraz rozwdj i testowanie
systeméw SI przed ich wprowadzeniem na rynek!’?. Z piaskownic regula-
cyjnych moga korzystaé w szczegdlnosci start-upy oraz innowacyjne mate

70 Zob. Art. 51 ust. 11 2 Al Act oraz Zatgcznik XIII do tego Rozporzadzenia
pt. ,Kryteria identyfikowania modeli Al ogélnego przeznaczenia z ryzykiem sys-
temowym, o ktérych mowa w art. 51”.

7L Por. Art. 3 pkt 55 Al Act.

72 Art. 57 ust. 5 Al Act.
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i $rednie przedsiebiorstwa, przy czym panstwa cztonkowskie sa zobowia-
zane do zapewnienia im proporcjonalnego i niedyskryminujacego dostepu
do tych mechanizméw wsparcia. Zgodnie z art. 57 ust. 9 AI Act celem pia-
skownic regulacyjnych dla systeméw SI jest m.in. wspieranie wymiany
najlepszych praktyk poprzez wspétprace z organami uczestniczacymi
w piaskownicy regulacyjnej oraz wzmacnianie innowacyjnosci i konku-
rencyjnoéci oraz utatwianie rozwoju ekosystemu sztucznej inteligencji.
W celu wdrozenia postanowient Rozporzadzenia ws. sztucznej inte-
ligencji w oparciu o art. 64 Al Act powotany zostal Europejski Urzad ds.
Sztucznej Inteligencji (European Artificial Intelligence Office - EAIO) jako
wyspecjalizowany organ Unii Europejskiej. Zadaniem tego urzedu jest m.in.
klasyfikowanie systeméw SI, badanie naruszer oraz wspieranie rozwoju SI
poprzez zapewnienie jednolitego stosowania, skutecznego egzekwowania
oraz nadzoru nad wdrazaniem przepiséw dotyczacych sztucznej inteli-
gencji na terytorium Unii Europejskiej”. Oprécz tego Rozporzadzenie
w art. 65 przewiduje powotanie Europejskiej Rady ds. Sztucznej Inteli-
gencji, ktérej celem jest m.in. przyczynianie sie do koordynacji miedzy
wiasciwymi organami krajowymi odpowiedzialnymi za stosowanie Al Act,
zapewnienie doradztwa w zakresie wdrazania AI Act oraz przyczynianie
sie do harmonizacji praktyk administracyjnych w zakresie sztucznej inte-
ligencji w pafistwach cztonkowskich™!. Sktad rady tworza przedstawiciele
panistw cztonkowskich, Europejski Urzad ds. Sztucznej Inteligencji” oraz
Europejski Inspektor Ochrony Danych w charakterze obserwatora.
Rozporzadzenie ws. sztucznej inteligencji wprowadza w art. 72 obo-
wigzek monitorowania systeméw SI po wprowadzeniu ich do obrotu.
System ten ma na celu zbieranie wlasciwej dokumentacji i analiz zwia-
zanych ze skuteczno$cig dziatania systeméw SI w catym ich cyklu zycia,
co pozwala dostawcom ocenia¢, czy zapewniona jest ciagla zgodnos¢ sys-
teméw SI z wymogami ustanowionymi przez Al Act’*l, Konsekwencja
tego jest okreslenie w art. 79 procedury postepowania na poziomie kra-
jowym w przypadku systeméw SI stwarzajacych ryzyko. Zgodnie z tym

73 https://digital-strategy.ec.europa.eu/pl/policies/ai-office#ecl-inpage-tasks-
of-the-ai-office. [dostep: 10.4.2025].

74 Szerzej: art. 66 Al Act.

75 Bez prawa glosu - Europejski Urzad ds. Sztucznej Inteligencji petni funkcje
sekretariatu dla Rady ds. Sztucznej Inteligencji - art. 65 ust. 8 AT Act.

76 Co istotne obowigzek ten nie obejmuje wrazliwych danych operacyjnych
wykorzystywanych przy stosowaniu systeméw SI przez organy $cigania - zob.
art. 72 ust. 2 AI Act.


https://digital-strategy.ec.europa.eu/pl/policies/ai-office#ecl-inpage-tasks-of-the-ai-office
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artykutem ryzyko systemu SI dotyczy¢é moze przede wszystkim zdro-
wia, bezpieczenistwa oraz praw podstawowych uzytkownikéw i odbior-
cow systeméw SI. Rozporzadzenie wskazuje, ze postepowanie w sytuacji
dziatania systeméw SI stwarzajacych ryzyko prowadza wiasciwe organy
krajowe (np. urzedy ds. ochrony konsumentéw, danych osobowych, badz
rynku)”. Mechanizm ten pozwala pafistwom czlonkowskim na szybka
i skuteczng reakcje wobec systeméw SI, ktére - mimo formalnej zgodno-
Sci z przepisami - faktycznie stwarzaja istotne zagrozenia. Jednoczesnie
wprowadza proceduralne zabezpieczenia w postaci obowigzku notyfikacji
i mozliwosci interwencji Komisji, co zapewnia spdjnos¢ regulacyjna na
poziomie Unii Europejskiej i chroni bezpieczenstwo oraz integralnos¢
rynku wewnetrznego!’®.

Wartym uwagi jest réwniez Rozdzial XII Rozporzadzenia ws. Sztucznej
Inteligencji. W art. 99 Al Act ustanowiono ramy odpowiedzialno$ci admi-
nistracyjnej za naruszenia Rozporzadzenia przez operatoréw SI, przewi-
dujac natozenie kar pienieznych za okreslone kategorie naruszen. Zgodnie
z postanowieniami tego artykutu najsurowsza sankcja dotyczy przypadkéw
niezgodnego z prawem udostepniania lub stosowania systeméw SI o nie-
dopuszczalnym ryzyku (tj. zakazanych systeméw SI okreslonych w art. 5
Al Act). W tym przypadku maksymalna kara wynosi do 35 mln EUR lub
7% catkowitego rocznego obrotu $wiatowego danego podmiotul”., Nizsze
kary wprowadzono za naruszenie istotnych obowiazkéw w zakresie funk-
cjonowania systeméw wysokiego ryzyka, obowigzkéw notyfikacyjnych lub
nadzorczych, co moze skutkowaé natozeniem kary do 15 mln EUR lub 3%
obrotu danego przedsiebiorstwa!®. Dodatkowo przewidziano mozliwoéé
nakladania kar w wysokosci do 7,5 mln EUR lub 1% obrotu za dostarczenie
nieprawidlowych, wprowadzajacych w biad lub niekompletnych informacji
organom nadzorczym!®!,

Administracyjne kary pieniezne moga by¢ nakladane réwniez na organy
ijednostki organizacyjne Unii Europejskiej. Zgodnie z art. 100 AI Act Euro-
pejski Inspektor Ochrony Danych moze naktadaé takie kary na instytucje,

77 Art.79 ust. 2 Al Act.

78 Zgodnie z art. 89 Al Act réwniez Europejski Urzad ds. Sztucznej Inteligencji
moze podejmowa¢ dziatania monitorujace niezbedne do skutecznego wdrozenia
i zapewnienia zgodnoéci z Al Act przez dostawcéw modeli Al

79 Art. 99 ust. 3 Al Act.

80 Art. 99 ust. 4 Al Act.

81 Art. 99 ust. 5 Al Act.
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organy i jednostki organizacyjne Unii w zwigzku ze stosowaniem AT Act'®?,
Nieprzestrzeganie norm w zakresie systeméw SI stanowigcych niedopusz-
czalne ryzyko (o ktérych mowa w art. 5 Al Act) podlega administracyjnym
karom pienieznym w wysokosci do 1.500.000 EUR. W przypadku nie-
przestrzegania przepiséw w zakresie systeméw SI, stanowigcych wyso-
kie, niskie badZ minimalne ryzyko w zwigzku z wymogami okreslonymi
w Al Act, kary s limitowane do wysokoéci do 750.000 EUR!®?, Wysokosé
kar uzalezniona jest zaréwno od m.in. liczby poszkodowanych oséb oraz
podmiotéw, rozmiaru szkdd, stopnia odpowiedzialnosci danej instytu-
cji UE (z uwzglednieniem wdrozonych przez nie §rodkéw technicznych
i organizacyjnych), jak réwniez od charakteru oraz czasu trwania danego
naruszenia.

Rozporzadzenie UE w sprawie sztucznej inteligencji nie odnosi sie
wprost do norm technicznych, czy proceséw rozwoju i trenowania algoryt-
méw budujacych systemy SI, natomiast dotyczy sposobéw w jakich systemy
te moga byé wykorzystywane w otoczeniu spoteczno-gospodarczym!®*.,
W rozporzadzeniu nie zdecydowano sie jednak na uregulowanie odpowie-
dzialnosci deliktowej za szkody powstate w zwiazku z wykorzystywaniem
systeméw SI. Powstal natomiast unijny projekt Dyrektywy Parlamentu
Europejskiego i Rady w sprawie odpowiedzialnoéci za sztuczna inteli-
gencje® majacej na celu zharmonizowanie prawa krajowego w zakresie
odpowiedzialno$ci cywilnoprawnej za systemy SI poprzez stworzenie
badZ ujednolicenie wlasciwych regulacji prawnych na poziomie panstw
cztonkowskich!®®l,

Istota projektu Dyrektywy jest zapewnienie, aby jednostki mogly sku-
tecznie dochodzi¢ roszczen odszkodowawczych w sytuacjach, gdy szkoda
powstala w wyniku dziatania lub zaniechania zwigzanego z uzyciem sys-
temu sztucznej inteligencji - zaréwno autonomicznego, jak i wspoma-
gajacego decyzje czlowieka. Zgodnie z pismiennictwem proponowana

82 Art.100 ust. 1Al Act.

83 Art.100 ust.21i3 Al Act.

84 Swierczyriski, Wieckowski, Sztuczna inteligencja w prawie miedzynarodo-
wym, 31.

85 Projekt Dyrektywy Parlamentu Europejskiego i Rady w sprawie dostosowa-
nia przepiséw dotyczacych pozaumownej odpowiedzialnosci cywilnej do sztucznej
inteligencji z dnia 28 wrze$nia 2022 r. https://eur-lex.europa.eu/legal-content/PL/
TXT/PDF/?uri=CELEX:52022PC0496. [dostep: 24.3.2025].

86  Zdzistaw Brodecki, Swigtynia w sieci algorytméw - kod idei (Warszawa:
EuroPrawo, 2024), 66-67.
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dyrektywa wprowadzi zasady gwarantujace jednolity poziom ochrony ofiar
szkdd zwiazanych z technologiami wykorzystujacymi SI, jak z podmiotami
poszkodowanymi przez inne technologiel®”). Do kluczowych rozwigzan
prawnych tego projektu zaliczy¢ mozna:

1. domniemania prawne ulatwiajace dochodzenie roszczen, w tym
domniemanie zwigzku przyczynowego miedzy niewykonaniem obo-
wiazku a szkoda w przypadku naruszenia okreslonych obowigzkéw
regulacyjnych w zakresie SI (art. 4 projektu);

2. Mechanizm ujawnienia dowodéw umozliwiajacy sadom nakazanie
producentom lub operatorom systeméw SI przedstawienia danych
technicznych niezbednych do wykazania podstaw odpowiedzialno$ci
(art. 3 projektu);

3. Zakres stosowania obejmujacy zaréwno szkody majatkowe, jak
i niemajatkowe, wyrzadzone przez systemy SI o wysokim stopniu
ryzykal®®l,

Projekt Dyrektywy w sprawie odpowiedzialnosci za sztuczna inteligencje
ma charakter komplementarny wzgledem innych regulacji UE w obszarze
sztucznej inteligencji i stanowi prébe zbalansowania intereséw innowa-
cyjnosci technologicznej z koniecznos$cig ochrony praw jednostek. Jego
przyjecie ma zapewnic jednolite standardy odpowiedzialno$ci w calej Unii
Europejskiej oraz dostosowaé prawo cywilne do nowych wyzwan techno-
logicznych. Dyrektywa ta bez watpienia bylaby w stanie uzupetni¢ unijne
ramy odpowiedzialno$ci cywilnej, wprowadzajac regulacje dotyczace szk6d
powstatych w zwigzku z uzytkowaniem SI w duchu wiekszej ochrony
poszkodowanych przez systemy SI za sprawg ulatwienia dochodzenia

87 Zob.Paolo Sasdelli, Proposed liability rules aim to shape Al responsibilities. https://
www.twobirds.com/en/insights/2025/proposed-liability-rules-aim-to-shape-
ai-responsibilities. [dostep: 15.4.2025). Autor wskazuje, ze projekt Dyrektywy
m.in. zmniejsza ciezar dowodu dla ofiar, umozliwiajgc wzruszalne domniemanie
zwigzku przyczynowego, co oznacza, ze jesli ofiara moze wykazaé, ze system SI
prawdopodobnie spowodowat szkode (np. w razie nieprzestrzegania obowigzku
dochowania nalezytej starannosci przez pozwanego), pozwany musi wykazaé
argumenty przeciwne (zob. art.4 projektu Dyrektywy).

88 Uzasadnienie do Projektu Dyrektywa Parlamentu Europejskiego i Rady
w sprawie dostosowania przepiséw dotyczacych pozaumownej odpowiedzial-
noéci cywilnej do sztucznej inteligencji, COM(2022) 496 final, s. 4. Zob. https://
eur-lex.europa.eu/legal-content/PL/TXT/PDF/?uri=CELEX:52022PC0496. [dostep:
15.4.2025].
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roszczen odszkodowawczych!®?. Niestety na chwile obecng (kwiecieri
20251.) projekt wspomnianej Dyrektywy zostat wycofany z dalszych prac
legislacyjnych z powodu obawy o nadmierne obcigzenia regulacyjne i brak
konsensusu politycznego co do ksztaltu tej dyrektywy. Pozostaje mieé
nadzieje na powrdt UE do dalszych prac na tym projektem.

Bez watpienia w obliczu ksztaltowania sie praktyki stosowania AI Act
oraz powigzanych i nim ram prawnych SI, wazng role odegra orzecznictwo
Trybunatu Sprawiedliwo$ci Unii Europejskiej. Wskazuje sie, ze juz obecnie
orzecznictwo to incydentalnie odnosito sie do problematyki SI, w szcze-
gblnosci w takich obszarach jak ochrona danych osobowych, ochrona wia-
snoéci intelektualnej®®®, dostep do dokumentéw, handlu elektronicznego,
czy ochrony konsumentéw na unijnym rynku jednolitymf®",

W aspekcie ochrony danych osobowych do$é szeroko komentowany
byt wyrok TSUE z 2020 roku w sprawie Schrems I1°2], Wyrok ten dotyczy
przekazywania danych osobowych pomiedzy UE a Stanami Zjednoczonymi
z zastosowaniem sztucznej inteligencji, ktéra przetwarza dane w aspekcie
inwigilacji. Zasadniczg kwestig w tym wyroku bylo pytanie o wazno$é
decyzji Komisji Europejskiej (tzw. Privacy Shield®), dzieki ktérej mozliwe
bylo przekazywanie danych osobowych z UE do Stanéw Zjednoczonych.
Austriacki obywatel Maximilian Schrems wnidst skarge do irlandzkiego
Inspektora Ochrony Danych Osobowych zarzucajac spétce Facebook
Ireland fakt przekazywania wrazliwych danych osobowych do spétki
Facebook Inc. w Stanach Zjednoczonych, co moglo go naraza¢ na inwigi-
lacje przez amerykanskie stuzby wywiadowcze, naruszajac tym samym

89 Wisniewski, ,Sztuczna inteligencja i prawa cztowieka”, 33.

90 Céline Castets-Renard, ,The Intersection Between AI and IP: Conflict or
Complementarity?“ International Rewiew of Intellectual Property and Competition
Law, t. LI (2020): 141-143.

1 Magdalena Konopacka, ,Wokanda europejska - TSUE”, [w:] Przedwiosnie ery
sztucznej inteligencji. Technologia-zarzqdzanie-prawo, t. I, red. Edmund Wittbrodt,
Zdzistaw Brodecki, Marta Dargas-Draganik (Gdarisk: Wydawnictwo Uniwersytetu
Gdanskiego, 2024), 290.

92 Wyrok TSUE z dnia 16 lipca 2020 r. w sprawie C-311/18, Data Protection
Commisioner vs. Facebook Ireland Ltd i Maximilian Schrems. https://curia.europa.
eu/juris/liste.jsf?num=C-311/18. [dostep: 15.5.2025).

%3 Decyzja wykonawcza Komisji (UE) 2016/1250 z dnia 12 lipca 2016 r. przyjeta na
mocy dyrektywy 95/46/WE Parlamentu Europejskiego i Rady w sprawie adekwat-
noéci ochrony zapewnianej przez Tarcze Prywatnoéci UE-USA (Dz. Urz. UE L 207,
s. 1). https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:32016D1250.
[dostep: 15.5.2025].


https://curia.europa.eu/juris/liste.jsf?num=C-311/18
https://curia.europa.eu/juris/liste.jsf?num=C-311/18
https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:32016D1250

Pawet Chyc | Europejskie regulacje prawne dotyczace funkcjonowania.. 219

przepisy UE. Sedziowie w wyroku tym stwierdzili, ze decyzja Komisji Euro-
pejskiej (tzw. Privacy Shield) jest niewazna, bowiem nie zapewnia obywate-
lom UE wtasciwej ochrony danych przed dostepem stuzb wywiadowczych
Stanéw Zjednoczonych, podkreslajac tym samym znaczenie efektywnych
zabezpieczen prywatnos$ci w procesie przekazywania danych. Orzeczenie
to miato powazne konsekwencje dla podmiotéw prowadzacych dziatalnosé
transatlantycka, poprzez konieczno$¢ reorganizacji procesu transferu
danych,

3

W obecnej chwili europejskie porozumienia miedzynarodowe wiodg prym,
jesli chodzi o unifikacje przynajmniej podstaw prawa sztucznej inteligen-
cji, regulowanej jak dotad przede wszystkim na poziomie krajowym, co

zagrazaloby dalsza fragmentaryzacja rozwiagzan. Doda¢ nalezy, iz sama

sztuczna inteligencja nie posiada jednego jadra, wokét ktérego rozwijane sg

poszczegdlne metody rozwigzywania probleméw przez algorytmy. Metody
sztucznej inteligencji, do ktérych zaliczyé mozna m.in. systemy uczace sie,
sieci neuronowe, logike rozmyta badz algorytmy genetyczne rozwijaty sie

w izolacji od siebie i do chwili obecnej nie ma mozliwosci prostego przej-
Scia z jednej metody do drugiej. Taka specyfika struktury SI skiania do

postugiwania sie metaforg ,archipelag sztucznej inteligencji” odnoszaca
sie do ,wyspowego” charakteru SI**l,

Przy braku norm prawa miedzynarodowego porzadkujacych prawne
aspekty powiazanie z uzyciem sztucznej inteligencji to wtasnie Konwencja
ramowa Rady Europy o sztucznej inteligencji® oraz unijne Rozporzadzenie

Podsumowanie

94 Szerzej: Konopacka, ,Wokanda europejska - TSUE”, 291.

5  Ryszard Tadeusiewicz, ,Archipelag sztucznej inteligencji”, [w:] Przedwiosnie
ery sztucznej inteligencji. Technologia-zarzqdzanie-prawo, t. I, red. Edmund Wittbrodst,
Zdzistaw Brodecki, Marta Dargas-Draganik (Gdarisk: Wydawnictwo Uniwersytetu
Gdaniskiego, 2024), 44-45. Por. Brodecki, Swigtynia w sieci algorytméw - kod idei, 11-12.

26 Council of Europe Framework Convention on Artificial Intelligence and
Human Rights, Democracy and the Rule of Law, Council of Europe Treaty Series -
No. 225, Vilnius, 5.1X.2024. https://rm.coe.int/1680afae3c [dostep: 25.3.2025].
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ws. sztucznej inteligencji (Al Act)” jako pierwsze akty prawa ponadnaro-
dowego sa wyrazem dazenia do stworzenia ponadnarodowych i posrednio
réwniez miedzynarodowych mechanizméw oraz standardéw dla twoér-
céw i uzytkownikéw systeméw SI. Europejska perspektywa wyrazana
zaréwno przez UE, jak i Rade Europy, akcentuje koniecznos¢ rozwoju SI
wedtug okreslonych regut etycznych oraz praw cztowieka, co ma zapew-
nié rozwéj systeméw SI w kierunkach nakreslonych przez cztowieka!*®.
Relacja pomiedzy tymi aktami prawa ponadnarodowego ksztaltuje sie
w oparciu o wzajemnie uzupelniajace sie cele i zakresy regulacyjne, choé
obie inicjatywy wywodzg sie z réznych porzadkéw prawnych i réznig sie
charakterem normatywnym.

W praktyce dla pafistw cztonkowskich UE, ktére beda stronami Konwen-
¢ji, konieczna bedzie koherencja implementacyjna, zapewnienie, by stoso-
wanie Al Act nie naruszalo postanowient Konwencji, zwlaszcza w obszarach
takich jak dyskryminacja algorytmiczna, przejrzysto$¢ czy odpowiedzial-
noé¢. Z drugiej strony panstwa spoza UE, ktére przyjma Konwencje, moga ja
traktowac jako podstawe do tworzenia wtasnych regulacji A, wzorowanych
na europejskich standardach obejmujacych ramy etyczne oraz wartosci
zwigzane przestrzeganiem praw podstawowych. Fakt, iz do Konwencji
ramowej Rady Europy o sztucznej inteligencji przystapily juz takie pafistwa
jak Kanada, Izrael, Japonia oraz Stany Zjednoczone!®, §wiadczy o sporym
potencjale tej konwencji w zakresie mocy oddziatywania w skali miedzy-
narodowej. Daje to nadzieje na skuteczno$¢ europejskich préb scalenia
w skali miedzynarodowej systeméw prawnych zarzadzajacych sztuczna
inteligencja®). Powstanie nowego subsystemu miedzynarodowego odno-
szacego sie calosciowo do eksterytorialnej przestrzeni cyfrowej pozwoli
na przejscie przez wody archipelagowe sztucznej inteligencji w kierunku
metaforycznego ,oceanu sztucznej inteligencji”*.

7 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia
13 czerwca 2024 r. w sprawie ustanowienia zharmonizowanych przepiséw doty-
czacych sztucznej inteligencji: https://eur-lex.europa.eu/legal-content/PL/TXT/
PDF/?uri=0J:L,_202401689. [dostep: 23.3.2025].

%8 Swierczynski, Wieckowski, Sztucznainteligencjaw prawiemiedzynarodowym, 20.

99 Zob. https://www.coe.int/en/web/conventions/full-list?module=signatures-
by-treaty&treatynum=225. [dostep: 20.4.2025].

100 Nadzieje autora obejmujg dyskusje na forum G-7, OECD, G-20 i Organizacji
Narodéw Zjednoczonych.

101 Metafory tej uzywa prof. Zdzistaw Brodecki w kontekscie Artificial Superin-
telligence (AS). Zob. Brodecki, Swigtynia w sieci algorytméw - kod idei, 12.
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